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ABSTRACT

This study evaluates the relative contributions to the Indian Ocean dipole (IOD) mode of interannual

variability from the El Niño–SouthernOscillation (ENSO) forcing and ocean–atmosphere feedbacks internal

to the Indian Ocean. The ENSO forcing and internal variability is extracted by conducting a 10-member

coupled simulation for 1950–2012 where sea surface temperature (SST) is restored to the observed anomalies

over the tropical Pacific but interactive with the atmosphere over the rest of the World Ocean. In these

experiments, the ensemble mean is due to ENSO forcing and the intermember difference arises from internal

variability of the climate system independent of ENSO. These elements contribute one-third and two-thirds

of the total IODvariance, respectively. Both types of IODvariability develop into an east–west dipole pattern

because of Bjerknes feedback and peak in September–November. The ENSO forced and internal IODmodes

differ in several important ways. The forced IOD mode develops in August with a broad meridional pattern

and eventually evolves into the Indian Ocean basin mode, while the internal IODmode grows earlier in June,

is more confined to the equator, and decays rapidly after October. The internal IOD mode is more skewed

than the ENSO forced response. The destructive interference of ENSO forcing and internal variability can

explain early terminating IOD events, referred to as IOD-like perturbations that fail to grow during boreal

summer. The results have implications for predictability. Internal variability, as represented by preseason sea

surface height anomalies off Sumatra, contributes to predictability considerably. Including this indicator of

internal variability, together with ENSO, improves the predictability of IOD.

1. Introduction

The IndianOcean dipole (IOD) is an east–west dipole

mode of interannual variability over the tropical Indian

Ocean (Saji et al. 1999; Webster et al. 1999). A positive

IOD features an anomalous cooling off the coast of

Sumatra/Java and a weak warming over the western

tropical Indian Ocean. IOD is of great interest because

of its influence on precipitation over the surrounding

continents, Asian monsoon (Saji and Yamagata 2003b;

Yamagata et al. 2004; Chang et al. 2006; Schott et al.

2009), and El Niño–Southern Oscillation (ENSO; Yu

et al. 2002; Annamalai et al. 2005; Kug and Kang 2006;

Kug et al. 2006; Luo et al. 2010; Izumo et al. 2010).

The debate over the triggers of IOD persists since the

day the phenomenon was defined. Unlike the equatorial

Pacific, the annual mean wind over the equatorial Indian

Ocean is westerly, and the thermocline is relatively flat

and deep without persistent equatorial upwelling. All

these are unfavorable for the Bjerknes (1969) feedback

that is fundamental to generating and maintaining

ENSO variability. A number of studies attribute IOD

variability to external forcing, particularly ENSO (e.g.,

Dommenget and Latif 2002; Baquero-Bernal et al. 2002;
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Li et al. 2003; Yu and Lau 2004). They considered

anomalous alongshore winds off Sumatra/Java to be

forced by the developing ENSO, which trigger the air–

sea interaction over the Indian Ocean and lead to a

mature IODevent in autumn.While IODdecays rapidly

thereafter, ENSO continues to exert heat flux anomalies

over the Indian Ocean, terminating and replacing IOD

with the Indian Ocean basin (IOB) mode (Du et al.

2009). However, several intense IOD events took place

without substantial ENSO forcing, such as in 1961 and

1994 (Saji et al. 1999; Yamagata et al. 2004; Luo et al.

2008a; Luo et al. 2010). These IOD events developed

into the mature phase with coupled Bjerknes feedback

(Saji et al. 1999; Yu andRienecker 1999; Yamagata et al.

2004), suggesting the importance of internal variability.

Other external forcing might also be responsible for the

IOD formation, such as the southern annular mode

(SAM; Lau and Nath 2004), Indo-Pacific warm pool

(Annamalai et al. 2003; Song et al. 2007), and the In-

donesian Throughflow (Tozuka et al. 2007). In this

study, however, we focus on the ENSO forcing.

Numerous studies attempted to separate the contri-

bution of ENSO forcing from internal (i.e., non-ENSO

forced) variability. Some studies, based on observa-

tional data, conducted composite analysis, using pure

IOD years to represent the internal IOD mode and

IOD–ENSO co-occurring events to study the influence

of ENSO (Yamagata et al. 2004; Song et al. 2007). The

problem is that one cannot be sure the IOD variability

is entirely forced by ENSO and has no contribution

from internal variability in the IOD–ENSO co-

occurring events. For instance, in Song et al. (2007),

the triggers for the IOD–ENSO co-occurring compos-

ites sometimes appear in spring but other times in

summer. Behera et al. (2006) found that ENSO forced

and internal IODmodes develop in summer and spring,

respectively. Therefore, the IOD–ENSO co-occurring

events that develop in spring may be the joint effect of

ENSO forcing and internal variability. Moreover, some

modeling studies use regionally coupled experiments to

study the impact of ENSO forcing on IOD (e.g., Behera

et al. 2006; Huang and Shukla 2007b). The models,

however, have their limitations in simulating ENSO,

for instance, its amplitude and spatial structure (e.g.,

Lau and Nath 2000, 2003), which may cause the dis-

tortion of ENSO influence on IOD. To have a better

simulation of ENSO forcing, Shinoda et al. (2004a)

prescribed observed sea surface temperature (SST)

over the tropical eastern Pacific while using slab ocean

model over the rest of the ocean. This method suc-

cessfully evaluated the impact of ENSO on IOD evo-

lution via surface heat flux but excluded the potential

mechanism of ocean dynamics. Using a fully coupled

model, Huang and Shukla (2007a) restored the ob-

served SST anomalies over the global ocean but let the

Indian Ocean interact with the atmosphere. Kosaka

et al. (2013) performed similar experiments to study

summer variability over the Indo–northwestern Pacific,

by restoring SST anomalies over the eastern and cen-

tral equatorial Pacific (ECEP) to observations. They

successfully extracted ENSO forcing and internal var-

iability as the ensemble mean and intermember dif-

ference from their ensemble mean, respectively. In this

study, we analyzed the same experiment as in Kosaka

et al. (2013), but focusing on the IOD mode. Our ex-

periment design is similar to Huang and Shukla

(2007a), but we extend the study by a detailed com-

parison of ENSO forced and internal IOD modes and

explore the implication for prediction.

Here, we adopt the method of Kosaka et al. (2013) to

extract the forced and internal variability and to

quantify the relative contribution. We find that the two

IOD modes differ in seasonality, which may explain

why some IOD events terminate early and fail to reach

maturity. We show that the predictability of IOD can

be improved significantly by considering internal vari-

ability. A benefit of prescribing observed ENSO over

the ECEP is that we can compare the simulated IOD

events with observations and infer the relative impor-

tance of ENSO forcing and internal variability for

each event.

Early terminating IOD events, also known as aborted

IOD events, are of great interest to researchers (Du

et al. 2013). This type of IOD event develops in spring,

matures in early summer, and rapidly decays afterward.

Most studies (Gualdi et al. 2003; Rao and Yamagata

2004; Du et al. 2013) attribute this IOD termination to

the Madden–Julian oscillation (MJO; Madden and

Julian 1972), which generates westerlies and down-

welling oceanic Kelvin waves that propagate toward

Sumatra/Java and may kill a developing IOD event. In

this paper, we suggest another explanation of this early

termination as destructive interference between ENSO

forced and internal IOD modes.

The rest of the paper is organized as follows. Section 2

introduces data and methods. Section 3 analyzes the

mechanisms and skewness of the two IOD modes. Sec-

tions 4 and 5 study IOD predictability and the in-

terference of the two IOD modes, respectively. Section

6 is a summary.

2. Data and methods

We use the Geophysical Fluid Dynamics Laboratory

Climate Model, version 2.1 (GFDL CM2.1; Delworth

et al. 2006). The atmosphere component is based on
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the Atmospheric Model, version 2.1 (AM2.1), with 24

vertical levels and a horizontal resolution of 2.58
longitude 3 2.08 latitude (Anderson et al. 2004). The

ocean component is theModular OceanModel (MOM),

version 4 (Griffies et al. 2003), which has 50 vertical

layers and the resolution of 1.08 longitude 3 1.08 lati-
tude, with the meridional resolution equatorward of

308S and 308N becoming finer to 1/38 at the equator.

We use the Pacific Ocean–Global Atmosphere

(POGA) experiment (Kosaka and Xie 2013), which

consists of 10 runs started from 1 January 1940. The

initial conditions for both the atmosphere and the ocean

are taken from 10 historical runs started at 1861. The

different initial conditions cause random differences in

phase of natural variability among ensemble members.

The results shown in this paper cover the period from

1950 to 2012, after a 10-yr spinup. In POGA, the radi-

ative forcing is estimated from observations, including

the atmospheric composition changes and the solar cy-

cle. SST is prescribed as monthly SST climatology from

long-term GFDL CM2.1 runs plus observed anomalies

over the ECEP (158S–158N, 1808–coast), and is fully

coupled to the atmosphere over the rest of the ocean.

Following Rowell et al. (1995), the total variance can be

decomposed into a forced component, related to the

ensemble mean, and an internal component as a re-

sidual. In POGA, the ocean–atmosphere coupled sys-

tem is forced by the observed variability over ECEP,

much of which is due to ENSO. In this paper, we call this

ECEP-triggered IOD variability the ENSO forced IOD

mode while the residual is the internal IOD mode. We

use the ensemble mean to indicate ENSO forcing and

the deviation from the ensemble mean to represent the

internal variability. In this study, we combine the 10

members together for the internal variability analysis to

increase the sample size.

The POGA experiment simulates global temperature

anomalies remarkably well, including the recent global

warming hiatus (Kosaka and Xie 2013). It also success-

fully reproduces the Indian Ocean climatology, in-

cluding the weak annual mean tropical westerlies, the

flat and deep thermocline, and seasonal reversal of

Asian monsoon (not shown). However, the thermocline

off the coast of Sumatra/Java is shallower compared to

the observed, which may lead to biases in IOD magni-

tude. Furthermore, POGA captures the interannual

variability over the Indian Ocean, including IOD and

IOB modes. POGA simulates a reasonable IOD struc-

ture, except for too strong westward extension of the

eastern pole along the equator. The correlation between

the leading principal component (PC1) of SST over the

Indian Ocean (208S–208N, 408–1208E) and the dipole

mode index (DMI), defined as SST difference between

(108S–108N, 508–708E) and (108S–08, 908–1108E), reaches
0.97 in September–November (SON).

In this paper, we use the POGA experiment to study

the ENSO forced and internal variability of IOD.

Modeling studies provide a better way to separate the

ENSO forcing and internal variability than the obser-

vations alone. However, models have biases in simu-

lating ENSO and its global impact. By prescribing the

observed SST anomalies over the ECEP, POGA uses

observed ENSO variability to force the global ocean,

which significantly reduces model biases and provides a

reasonable method to evaluate the influence of ENSO

on IOD. However, the POGA experiment has its own

disadvantages. The energy is not conserved in POGA

because of the prescribed SST anomalies. Moreover,

ENSO and IOD are interactive, with strong IOD events

exerting an influence on the evolution of ENSO (Luo

et al. 2010; Izumo et al. 2010). POGA does not capture

the IOD modulation on ENSO.

To verify model results, we use monthly mean observa-

tional SST from theHadleyCentre Sea Ice and Sea Surface

Temperature (HadISST) dataset (Rayner et al. 2003) and

Simple Ocean Data Assimilation (SODA), version 2.2.4

(Carton and Giese 2008). HadISST consists of data from

1870 to 2014, with a resolution of 1.08 longitude 3 1.08
latitude. We choose the period of 1950–2012, the same

as POGA. SODA covers the period of 1871–2008, with a

resolution of 0.58 longitude 3 0.58 latitude 3 40 levels.

We choose the period from 1948 to 2008.

3. ENSO forced and internal IOD mode

The POGA ensemble mean does an excellent job of

reproducing Indian Ocean (208S–208N, 408–1208E)
annual mean SST, reaching a correlation of 0.93 with

the HadISST (Fig. 1a). Here, we use December–

February (DJF) Niño-3.4 index and SON DMI index

to represent ENSO and IOD, respectively. The ENSO

forced IOD variability, represented as the ensemble

mean DMI, closely follows ENSO variation (correla-

tion r 5 0.76). The raw DMI for individual POGA

realization correlates with the observed IOD only

moderately at 0.45 (Fig. 1b, calculated as the mean

correlation of each individual run). The correlation

between ENSO and IOD in observations is also

moderate at 0.57. These moderate correlations in-

dicate that the ENSO forcing alone cannot fully ex-

plain IOD variability and imply the importance of

internal variability. We use raw, ensemble mean and

intermember difference of DMI variance to indicate

total, ENSO forced, and internal variance of IOD in

POGA. ENSO forced variability, with a variance of

0.248C2, explains only one-third of total variance
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(0.678C2), leaving the other two-thirds (0.438C2) to

internal variability. After removing the ENSO forcing,

the internal IOD shows a marginal peak around 3–4

years (Fig. 2). The ENSO forced IOD, by contrast,

features a significant spectral peak at 5 years, consis-

tent with ENSO.

During the past 63 years, some strong IOD events are

followed by ENSO while others are independent of

ENSO. This intermittent relationship is simulated well

in the POGA experiment. The ensemble mean captures

some strong IOD events that coexist with strong ENSO

events, such as in 1982 and 1997 (Fig. 1b). These are the

IOD events forced by ENSO. Some other strong IOD

events in observations, however, are missing from the

POGA ensemble mean, and they do not co-occur with

strong ENSO events, for instance, in 1961, 1994, and

2006 (e.g., Luo et al. 2010). These events are likely due

to internal variability. Therefore, both ENSO forced

and internal variability are important in the develop-

ment of IOD events.

a. Evolution of IOD modes

To study the evolution of ENSO forced and internal

IOD modes, seasonal empirical orthogonal function

(SEOF) analysis is performed. SEOF is based on con-

ventional empirical orthogonal function analysis, but

the eigenvector represents seasonally evolving spatial

patterns that share the same principal component

(Wang and An 2005). In this study, we use monthly

rather than seasonal data. To focus on the IOD mode,

we apply SEOF to equatorial (58S–58N, 408–1208E)

thermocline depth anomalies because IOB barely in-

volves ocean dynamics in this region.

The two types of IODmodes share similarities. They

both start to develop with coherent wind anomalies

off Sumatra/Java (Figs. 3b,c). The alongshore wind

anomalies shoal the thermocline depth (Z20, 208C iso-

thermal depth) (Figs. 4b,c), bring cold water to surface,

and lead to SST cooling. The cold SST anomalies

strengthen zonal SST gradient and the southeasterly

winds. The anomalies begin to grow because of this

positive feedback of Bjerknes (1969), consistent with

previous studies (e.g., Li et al. 2003). When reaching

their peak phases in boreal autumn (SON), the two IOD

modes feature a typical east–west dipole pattern with a

stronger eastern pole in both SST and thermocline depth

(Figs. 3e,f and 4e,f), consistent with observations (Saji

and Yamagata 2003a). Meanwhile, wind anomalies

feature strong southeasterlies along the Indonesian

coast and easterlies on the equator, forming a pair of

anticyclonic wind curls and deepening of the thermo-

cline on either side of the equator (Fig. 4). These ther-

mocline depth anomalies, however, fail to cause SST

warming over the western south Indian Ocean (SIO)

because of the opposing effect of heat flux anomalies

(Figs. 3a–h). During the developing and mature stages,

the heat flux acts as a reinforcing effect off the equator

but a damping effect on the equator.

The ENSO forced and internal IOD modes differ in

many ways. For the internal IOD, SST evolves into a

dipole pattern, especially for the western pole, in June

(Fig. 3b) while the forced IOD starts to develop 2months

FIG. 1. (a) Annual mean SST anomaly (8C) time series averaged over the tropical IOB (208S–
208N, 408–1208E), and (b) SON DMI index, defined as SST difference between (108S–108N,

508–708E) and (108S–08, 908–1108E). DJF Niño-3.4 (58S–58N, 1208–1708W) SST is also shown in

the bottom panel as a dashed curve. DMI and Niño-3.4 indexes are standardized.
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later in August (Fig. 3c). Moreover, the wind anomalies

off Sumatra/Java and over the central equatorial Indian

Ocean for the internal IOD appear 2 months earlier

than for the forced IOD. This difference can also be

seen in the latitudinal mean results (Fig. 6b versus

Fig. 6d) that the warmwestern pool and wind anomalies

appear in June for the internal IOD but in August for

the forced IOD. This late development of the forced

IOD is due to the late emergence of alongshore wind

anomalies, in response to the growth of ENSO that

peaks in December.

Figure 5 shows the internal, forced (magnified by 2)

and observed (magnified by 3) IOD variance in calen-

dar months. The internal variability starts to increase in

June while the forced IOD remains flat until August

(Fig. 5a). The observed IOD, involving both IODmodes,

starts to develop from May/June. The standardized var-

iance of the internal IOD exceeds that of the forced IOD

in spring and summer (Fig. 5b), which further demon-

strates the discrepancy in the timing of evolution. This

discrepancy largely agrees with Shinoda et al. (2004a),

although different methods are used.

Moreover, the forced IOD mode has a much broader

meridional spatial pattern while the internal mode is

more confined to the equator (Chakravorty et al. 2014;

Fig. 3). This difference is due to the broad influence of

ENSOon the IndianOceanwhile the Bjerknes feedback

is confined to the equator, which limits the spatial extent

of the internal IODmode. Specifically, both IODmodes

show northwesterly wind anomalies that reach 308S in

October over the southern subtropical Indian Ocean

(Figs. 3e,f). The wind anomalies keep growing in the

forced mode and lead to local SST warming by coun-

teracting the climatological wind (Fig. 3g). In contrast,

those wind anomalies dissipate in the internal mode and

fail to form a strong warming (Fig. 3h). In the Northern

Hemisphere, the strong easterly anomalies in the forced

mode cover the northern tropical Indian Ocean and

extend to 158N (Fig. 3e), but those in the internal mode

are much weaker, with little signal north of 108N
(Fig. 3f). The anomalous wind stress curl associated with

these easterlies is strong over the northern Arabian Sea

and the Bay of Bengal in the forced IOD mode, in

contrast to that in the internal mode (Figs. 4e,f).

In addition, the forced IODhas stronger SST anomalies

over the western pole, consistent with previous studies

(e.g., Behera et al. 2006). The dynamics are different on

versus off the equator. The warmer north IndianOcean in

the forced IOD is partially due to the stronger heat flux

anomalies, especially latent heat flux (Figs. 3e,f). The

broad easterly anomalies forced by ENSO weaken the

prevailing monsoon westerlies and lead to SST warming

in the following month (Fig. 3g). In addition, the anoma-

lous wind curls over the northern Indian Ocean in the

forced mode deepen the thermocline (Figs. 4e,g) and

thereby increase SST. In the western equatorial Indian

Ocean, the positive SST anomalies are attributed to

anomalous ocean heat transport by ocean current, in re-

sponse to enhanced zonal gradient of sea level pressure

forced by the ENSO (Drbohlav et al. 2007). This is in

conflict with some previous studies that El Niño tends to

warm the western Indian Ocean by modifying surface

heat flux (Shinoda et al. 2004a,b; Zhong et al. 2005;

Behera et al. 2006). This disagreementmight be due to the

overly active coupled IOD in POGA, with an overly

strong SST response (Fig. 5a). The latent heat flux can be

treated as a mixture of atmospheric forcing and SST re-

sponse acting as Newtonian cooling (Xie et al. 2010). The

overestimation of SST anomalies can lead to a stronger

Newtonian cooling and make the total latent heat flux a

damping effect on the SST anomalies, evenwith a positive

effect of atmospheric forcing. Furthermore, the internal

IOD decays rapidly after October while the forced IOD

mode eventually evolves into the basin warming pattern

(Figs. 3i–l), consistent with previous studies (e.g., Shinoda

et al. 2004b). Our model has a bias in simulating the IOB

mode, with anomalous cooling over the northern equa-

torial Indian Ocean in spring.

To summarize IOD dynamics, we examine the time–

latitude evolution over the equator (58S–58N, 408–1208E).
For the internal mode, the alongshore wind anomalies

emerge inMay (not shown) and grow in June, concurrent

FIG. 2. Power spectra of DMI associated with (a) internal IOD

and (b) ENSO forced IOD, and (c) Niño-3.4 SST in DJF. Unit is

year. Dashed line illustrates 95% significance level, evaluated

against white noise. The power spectra of internal IOD mode is

calculated by each individual run and then make the average, and

that of the forced IOD mode is calculated using ensemble mean

DMI index.
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FIG. 3. Regressed anomalies of SST (8C, color shading), wind (m s21,

vector), and surface heat flux (Wm22, contours, solid to warm the ocean)

against PC1 for (left) ENSO forced and (right) internal variability in POGA.
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FIG. 4. As in Fig. 3, but for Z20 (m, color shading) and wind curl (1028 Nm23,

contours) anomalies.

15 OCTOBER 2015 YANG ET AL . 8027

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 05/25/21 06:17 PM UTC



with the onset of the summer monsoon (Fig. 6f). In re-

sponse, the thermocline shoals and SST drops (Figs. 6d,e).

The ENSO forced IOD mode develops by a similar

mechanism but 2 months later, because of the late ap-

pearance of alongshore wind anomalies (Figs. 6a–c). The

internal mode has a weaker western pole but a stronger

eastern pole (Figs. 6b,e). The differences between the two

IOD modes are significant in the following year. After

October, the anomalous SST and thermocline depth

anomalies of the internal mode decay rapidly with the

alongshore wind anomalies, but the weak dipole pattern

after December can persist until the following March

(Figs. 6d–f). The wind anomalies forced by ENSO, how-

ever, turn into easterlies after December and persist until

the following March. These anomalous easterlies weaken

background wind and warm SST, evolving into the IOB

mode (Figs. 6b,c).

The western SIO is the region with the shallowest

thermocline over the Indian Ocean (not shown) and

strong influence of thermocline variability on SST (Xie

et al. 2002). In the internal IOD, an anticyclonic wind curl

appears in June (Fig. 7f) in the eastern basin, associated

with the anomalous equatorial easterlies. This wind curl

induces an anomalous Ekman downwelling and a deep-

ening of the thermocline, which copropagate toward the

west as Rossby waves (e.g., Chakravorty et al. 2014;

Figs. 7d,f). The forced IOD shares similar dynamics, but

appears 2 months later in August and features stronger

wind curl anomalies as well as larger thermocline depth

anomalies (Figs. 7a,c versus Figs. 7d,f). The thermocline

anomalies in the internal mode gradually dissipate with

wind curl after December (Fig. 7d). The anomalous

thermocline depth in the forced mode, by contrast, re-

mains strong even in the following April (cf. the 40-m

contour between Figs. 7a and 7d) because of the persis-

tent wind curl anomalies. SSTs in both IOD modes fea-

ture strong cooling over the eastern basin, in response to

the alongshore wind anomalies (Figs. 7b,e). Over the

western SIO, the heat flux anomalies offset the

thermocline-deepening effect, leading to a weak SST

warming for both IOD modes (Fig. 3). In the following

spring, these heat flux anomalies dissipate rapidly with

the dipole pattern while the thermocline anomalies re-

main robust because of the strong wind curl forcing, al-

lowing SST anomalies to stay in response to the

thermocline deepening in the forced mode (Figs. 7a,b).

For the internal mode, however, SST anomalies weaken

after December because of the rapid dissipation of wind

stress curl (Figs. 7d–f). The positive SST anomalies in the

western SIO, albeit weak, persist through June–August,

riding on the westward propagating downwelling Rossby

waves (Figs. 7d,e). In the POGA experiment, the

anomalous thermocline displacements are centered at

similar latitudes for both forced and internal IODmodes

at around 68–108S (Fig. 4), unlike what was found in

previous studies (Yu et al. 2005).

b. IOD skewness

The observed IOD features a strong asymmetry toward

positive phase (Hong et al. 2008; Zheng et al. 2010; Ogata

et al. 2013). This asymmetry can be seen from both ENSO

forcing and internal IOD modes: the positive IOD

FIG. 5. (a) Internal, ENSO forced (magnified by 2), and HadISST (magnified by 3) DMI

variance in calendar months, and (b) ratio of internal to ENSO forced DMI variance (the

internal and forced variance is normalized by individual annual standard deviation before

calculating their ratio).
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features a larger magnitude and a greater number of ex-

treme events (.2s; with s denoting standard deviation;

Table 1). In addition, the asymmetry grows with the

magnitude of IOD events. Specifically, the two phases

show a comparable number of strong IOD events (.1s),

but positive phase outnumbers in extreme events. Partic-

ularly, the internal IOD has 10 positive super extreme

events (.3s) but none in the negative phase.

To measure the asymmetry amplitude, we calculate

the skewness of IOD, following An and Jin (2004):

Skewness5
m

3

(m
2
)3/2

,

where mk is the kth moment,

m
k
5 �

N

i51

(x
i
2X)k

N
;

xi is the ith datum,X is the climatological mean, andN is

the length of data. The statistical significance of skew-

ness is estimated as follows:

skewness
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6N(N2 1)/(N2 2)(N1 1)(N1 3)

p 5 n(1) ,

where n(1) is the normal distribution and n(1) 5 1.64 at

the 90% level.

The raw IOD variability in POGA shows a strong

positive skewness (0.83; Table 2). The internal IOD is

markedly skewed at 0.95 while the skewness of forced

IOD is modest at 0.38, comparable to that of ENSO

(0.34). The skewness for both IOD modes increases rap-

idly with the increasing IOD magnitude. Take the forced

IOD as an example: the skewness is 20.33 for moderate

IOD events (,1s), it increases to 0.36 for strong IOD

events (.1s), and it reaches 1 for extremes (.2s).

FIG. 6. Lagged composite anomalies of (a),(d) Z20 (m); (b),(e) SST (8C); and (c),(f) wind (m s21, only points with velocity larger than

1.5m s21 are displayed), averaged over 58S–58N for Z20 and SST, and over 88S–08 for wind, as a function of longitude and calendar month

for (top) ENSO forced and (bottom) internal IOD modes in POGA. Composites are obtained for SEOF PC1 . 1s.
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One group of studies attributes the skewness to the

ocean, and especially to the depth of the thermocline

over the eastern equatorial Indian Ocean (EEIO; 108S–
08, 908–1108E) (Ogata et al. 2013; Cai andQiu 2013). The

EEIO thermocline shoals (deepens) in positive (nega-

tive) IOD phase (Fig. 8), but only negative subsurface

temperature anomalies extend to the surface to initiate

air–sea interaction for the IOD growth. Take internal

IOD, for instance: the ocean temperature anomalies in

positive phase, centered at 75-m depth, extend all the

way to the surface and cool the SST by 1.38C (Fig. 8c).

By contrast, the negative IOD events feature a

maximumwarming around 100mwith aweak SST effect

of 0.88C (Fig. 8d). To test this theory, we examine the

relationship between sea surface height (SSH) anoma-

lies (SSHAs) and SST anomaly over theEEIO (Figs. 9a,b),

because SSHA is a good indicator of thermocline depth

anomalies. The two indices show a positive correla-

tion. This correlation, however, is nonlinear, with SST

more sensitive to the shoaling than deepening of the

thermocline. For instance, SST in the internal mode

FIG. 7. As in Fig. 6, but averaged over 68—108S, and (c),(f) for wind curl (1028 Nm23).

TABLE 1. Number of IOD events in POGA. Positive and nega-

tive events in which DMI exceeds 1s, 2s, and 3s thresholds are

counted for internal and ENSO forced IOD.

Internal IOD ENSO forced IOD

Positive Negative Positive Negative

1s 80 68 7 6

2s 27 3 4 0

3s 10 0 0 0

TABLE 2. Skewness of IOD and ENSO. IOD skewness is eval-

uated based on DMI in POGA. For ENSO, Niño-3.4 SST is used

for POGA and HadISST data. Italic denotes skewness not passing

99% significance level.

IOD type Internal ENSO forced Raw series

IOD 0.95 0.38 0.83

IOD (,1s) 20.41 20.33 20.58

IOD (.1s) 0.71 0.36 20.74

IOD (.2s) 0.98 1.00 1.00

IOD (.3s) 1.00 1.00

ENSO 0.34

HadISST IOD 0.61
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cools for 1.78C while it warms only 1.28C in response to

0.1-m variation of SSH. Hong et al. (2008), however,

argues the importance of the atmosphere for IOD

skewness. In POGA experiment, the net heat flux

anomalies are in a linear relationship with SSTA and do

not contribute to the IOD skewness (not shown). The

cloud effect is also nonlinear. However, it tends to damp

the SST anomalies and weaken the skewness of IOD

(Figs. 9c,d), with shortwave radiation damping negative

SSTA more than positive anomalies. These results in-

dicate that the ocean dynamics are responsible for the

IOD asymmetry.

4. Implications for predictability

IOD prediction using dynamical models shows

promising skills, but the skill and lead time need to be

improved compared to ENSO prediction. The ENSO

effect on IOD can be predicted several months in ad-

vance (Wajsowicz 2005; Luo et al. 2007; Song et al. 2008;

Shi et al. 2012), but the predictability of internal IOD is

not as good (Hendon and Wang 2009) except for the

extreme events (Luo et al. 2008a, 2010). We use a new

index to include internal variability—the EEIO SSHA—

because the dynamical state is well captured by SSHA

and EEIO is the origin as well as a center of action for

IOD. ENSO can be predicted with skill two seasons in

advance (Luo et al. 2008b). In this paper, we assume that

theNiño-3.4 index can be predictedwith perfect skill after
spring and examine the effect of internal IOD variability

on prediction, by using October Niño-3.4 to represent a

perfect prediction of ENSO. Specifically, we predict SON

IODusing preseason EEIO SSHA andOctoberNiño 3.4:
DMISON 5 aENSOOct 1 bSSHAmonth.

Figure 10 shows the correlation between POGA

simulated and our predicted SON DMI. The prediction

is significant at the 99% level (correlation r 5 0.38;

calculated from t test, with degrees of freedom adjusted

by the autocorrelation of each time series). In POGA,

the correlation between SON DMI and October Niño-
3.4 SST is 0.49, which is not an excellent prediction. By

adding EEIO SSHA as the second predictor, the pre-

dictability improves remarkably. The ensemble mean

correlation with the bipredictor scheme increases to 0.65

for June initialization. This improvement indicates the

great influence of internal variability on IOD prediction.

The internal IOD itself contributes significant pre-

dictability after May initialization, and this contribution

increases rapidly with longer lead time. To verify the

POGA result, we performed the same analysis using

FIG. 8. Time–depth section of Z20 (m, red contour) and temperature anomalies (8C, color shading) over EEIO
(108S–08, 908–1108E) composited for SEOF PC1 exceeding (left)11s and (right)21s for (top) forced and (bottom)

internal IOD modes.
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SODA data. The contribution of preseason EEIO

SSHA is clear with slightly lower correlation than in

POGA (Fig. 10). These results suggest that the POGA

experiment may overestimate the internal variability.

One should notice that the SODA SSHA here includes

the effect of ENSO, because we cannot have it removed

entirely in the real world. However, the improvement of

the black solid line over the black diamond still dem-

onstrates the contribution of internal variability.

The SSHA we used here is raw data instead of inter-

member difference from ensemble mean, because one

cannot entirely remove ENSO forcing in the observed

data. The predictability calculated from intermember

difference (not shown) is similar to Fig. 10 but with

slightly lower correlation. Although the raw SSHA in-

volves influence from ENSO, it successfully includes the

internal variability in predicting SON DMI. Moreover,

the SSHA before summer is dominated by internal

variability due to the late development of the forced

IOD mode.

5. Interference of ENSO forced and internal IOD

The development of individual IOD may be viewed

as a result of the interference of ENSO forced and in-

ternal variability. Internal IOD develops in spring and

early summer, but not all the internal IOD events can

eventually develop into mature IOD in SON. Instead

some of them decay and terminate before autumn.

Previous studies attribute such early terminating IOD

events, also known as aborted IOD events, as a conse-

quence of interference by atmospheric intraseasonal

variability, the MJO (Gualdi et al. 2003; Rao and

Yamagata 2004; Du et al. 2013). Here, we suggest an-

other possibility: a positive (negative) internal IOD

event that has developed in spring is weakened by the

opposing effect of La Niña (El Niño) in summer. Behera

et al. (2006) examined such a damping effect of ENSO

on IOD. We define an early terminating IOD as a sig-

nificant internal IOD event in June (magnitude of June

EEIOSSHA. 1s) that fails to develop into strong SON

IOD (DMI . 1s) of the same sign.

Figure 11 shows the SON IOD index (colored for sign

and magnitude) with various initial internal IOD con-

ditions in June (EEIO SSHA) and ENSO forcing (Niño-
3.4 in October). All three indexes are standardized. If

internal IOD and ENSO forcing reinforce each other

(upper-left and lower-right quadrants in Fig. 11), there

tend to be strong IOD events in SON, especially when

both factors are large. The termination rate is low when

EEIO SSHA is positive (negative) in La Niña (El Niño)
years (Fig. 12). Strong events are rare when the two

FIG. 9. Scatterplots of SSH (m) and SST (8C) anomalies over

EEIO: (a) ENSO forced and (b) internal variability inPOGA. (c),(d)

As in (a),(b), but for surface downward shortwave (Wm22) and

SST anomalies. Solid black lines denote the linear regressions

obtained separately for positive and negative anomalies of x axis.

FIG. 10. Correlation of the SON DMI with the EEIO SSHA

index (dashed), October Niño-3.4 SST index (presented as di-

amonds), and these two indexes together (solid). The thin and thick

lines demonstrate results of 10 ensembles and ensemble mean,

respectively. The blue dashed line denotes 99% significant level.

The x axis represents the month of EEIO SSHA initialization.
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factors act to oppose each other (upper-right and lower-

left quadrants in Fig. 11). Most positive IOD events are

terminated by La Niña when June SSHA is moderate

between 22 and 0 (Fig. 12). Correspondingly, all nega-

tive IOD events in June are terminated or even turned

into strong positive events by the developing El Niño.
This asymmetry in termination rate may be due to

stronger El Niño than La Niña, which decreases the

chance of early terminating positive IOD and further

contributes to the positive skewness of IOD (Cai et al.

2012). When ENSO is neutral (,1s), the termination

rate is dependent on IOD initial amplitude, decreasing

with increasing IOD amplitude (Fig. 12). Moreover, the

internal variability seems to have a stronger influence on

IOD than ENSO, with the lower-left quadrant in Fig. 11

having more positive than negative IOD events. The

termination rate vanishes when internal IOD is super

strong (SSHA , 22.5), further demonstrating the lead-

ing effect of internal variability (Fig. 12).

To further illustrate how ENSO forcing and internal

variability interfere with each other and contribute to

IOD development, 1961 and 1997 IOD events are cho-

sen as representatives of internal and ENSO forced

positive IOD events, respectively. Figure 13 shows 10

simulations of IOD evolution in 1961 and 1997. The year

1961 is a weak La Niña year; the IOD evolution in this

year is probably due to the internal mode. Among the 10

simulations, there are two strong negative events and

two strong positive events, with the positive events of

greater magnitude. This is consistent with the skewness

of IOD. The year 1997, however, has the strongest El

Niño documented in history. In spring and early sum-

mer, the simulations show a broad spread of IOD

magnitude, indicating the uncertainty due to internal

variability. El Niño exerts its influence after August,

forcing DMI to increase. Nine out of 10 simulations

evolve into strong IOD events in SON. Specifically,

some simulations develop positive (negative) IOD

events in spring, which are enhanced (reversed sign) by

ENSO forcing. Some start neutral and grow in summer

under ENSO forcing. In one simulation, a negative IOD

event develops in June but weakens after August,

probably because of El Niño forcing. This is an early

terminating negative IOD event.

6. Summary

The development of IOD is due to both ENSO forcing

and internal variability. To distinguish these two

factors, a POGA experiment is performed. In this ex-

periment, SST is restored to the observed anomalies

over the ECEP but interactive with the atmosphere

elsewhere. Ten simulations are performed over the pe-

riod of 1950–2012. We use the ensemble mean and in-

termember difference to represent ENSO forcing and

internal IOD variability. The POGA experiment cap-

tures the main characteristics of IOD. The comparison

of the ensemble mean with observations indicates that

the 1982 and 1997 IOD events are forced by ENSO

while the1961 and 1994 events are due to internal vari-

ability. In POGA, the internal component contributes

two-thirds of total variance and plays a more important

role in IODvariability. ENSO forced IOD is responsible

for the remaining one-third of variance.

We extract IOD evolution by performing monthly

SEOF of equatorial thermocline depth variability. The

FIG. 11. Scatterplots of SON DMI index (color scatters) for

various magnitudes of EEIO SSHA in June (x axis) and ENSO

forcing in October (Niño-3.4 SST; y axis) in POGA. The DMI,

SSHA, and Niño 3.4 SST indexes are all standardized. IODmodes

with magnitude of 2s–3s, 1s–2s, within 61s, and ,21s are in-

dicated as black dots, red diamonds, yellow stars, and blue penta-

cles, respectively.

FIG. 12. Percentage (number of early terminating IOD events

divided by total IOD events that happened in each ENSO phase)

of early terminating IOD events in POGA as a function of

standardized EEIO SSHA in June, under different ENSO pha-

ses. El Niño, neutral ENSO, and La Niña years are defined

as DJF Niño-3.4 SST anomaly .1s, within 61s, and ,21s,

respectively.
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two modes of IOD both develop into a zonal dipole

pattern with the help of theBjerknes feedback and reach

the mature phase in SON. Therefore, the growing

mechanism for IOD evolution lies in the Indian Ocean.

The two types of IOD modes differ in evolution. The

internal IOD starts to develop in June when the Asian

monsoon sets up the upwelling-favorable alongshore

southeasterlies off Sumatra, while the forced IOD

waits another 2 months for ENSO forcing. The internal

IOD is confined to near the equator where the Bjerknes

feedback operates, while forced IOD has a broader

meridional pattern because of the broad influence of

ENSO. The forced IOD eventually evolves into the

IOB mode while internal IOD decays rapidly after

October.

An important characteristic of the IOD is the asym-

metry between positive and negative phases. This

asymmetry can be seen in both types of IODmodes, but

that of the internal variability is much stronger. This

positive skewness is due to the stronger sensitivity of

SST to thermocline shoaling than deepening. The

skewness increases with the amplitude of IOD, a result

that applies to both IOD modes. Cai et al. (2014) sug-

gests that there will be more extreme IOD events in the

future because of global warming, and we expect most of

them to be positive events. In response, the severe

droughts and floods due to extreme positive events

might also be more frequent in the future.

Including the internal IOD mode helps improve the

IOD predictability and explains why some IOD-like per-

turbations do not grow. We propose a new index—the

preseason EEIO SSHA—to represent the internal vari-

ability. Initializing with this internal IOD index in May or

after improves the IOD predictability in combination with

ENSO. The contribution of internal variability to IOD

predictability is supported by an observational analysis

using SODA, illustrating the utility of decomposing IOD

variability into forced and internal components. In SODA,

internal variability is weaker and ENSO forcing is rela-

tively more important. Shi et al. (2012) reached a similar

conclusion that internal variability contributes significantly

to the IODpredictability, although using different models,

methods, and the predicted Niño-3.4 index. They also

pointed out that the highest skill for IOD prediction lies in

the western SIO, associated with the forced Rossby wave.

The predictability of EEIO SSHA is lower than that of

ENSO, limiting the predictability of IOD (Hendon and

Wang 2009).

The ENSO forcing and internal variability sometimes

work constructively to form a strong IOD event, but

sometimes work destructively to diminish the IOD ac-

tivity. This provides an explanation of early terminating

IOD events: an internal positive (negative) IOD per-

turbation that develops in spring may be terminated in

summer by the opposing forcing of La Niña (El Niño).
Although POGA simulates IOD reasonably well, the

biases are still present. Particularly, POGA simulates too

shallow a thermocline over the EEIO. This bias leads to

the unrealistically strong IOD variance (0.678C2), which

is 4 times of the observed value (0.158C2). This large

amplitude bias is common among CMIP5 models (Cai

and Cowan 2013; Liu et al. 2014; Li et al. 2015). In ad-

dition, our model simulates a stronger skewness (0.83) of

IOD than the observed (0.61). The too shallow thermo-

cline in EEIO may cause the overestimation of the in-

ternal effect on IOD predictability by exaggerating the

internal variability.
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